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Abstract— In this paper we present a new approach to indoor
environment recognition, that exploits a classification of indoor
features, human detection, and uncertainty reasoning. The moti-
vation of our work relies on the fact that, for an aware indoor lo-
calization, an intelligent autonomous robot needs to show not only
an ability not to get lost, but also a sort of awareness of the specific
ambient it is stepping into, that is, an ability to identifying the
specific ambient, and whether the house inhabitants are present
or not, in order to achieve particular tasks. In other words, our
goal consists in building a symbolic house ambient map, i.e. one
in which each ambient can be suitably labeled by hypotheses of
the kind “bedroom, with probability p”. The basic ideas exploit
a suitable combination of methodologies leading to a reasoning
process that elaborates over the hypotheses emerging from the
features analysis, in so establishing probabilistic causal relations
between observations and current states. Several methods based
on low level features analysis have been investigated so far to solve
the indoor environment classification problem. Several disciplines
have been, in fact, involved in the study of indoor classification.
Just to mention some of them, let us recall the studies in the
field of cognitive psychology, such as categorization [3] [26],
visual similarity [28], and the analysis of the distinction between
perceptual and conceptual structures [3] [24]. On the other hand,
in the field of information sciences, the focus is mainly on the
analysis of the image subject [20], on issues related to image
indexing [21] [27], on the attributes to be used for describing an
image classification [4] [12], on query analysis [10] [11], and on
the role of indexing schemata [4].

Early methods were based on low level features analysis; these
techniques, however, hardly lead to a suitable generalization.
So, even if low-level features have been largely used in this
area, however, they cannot solve, by their own, the underlying
classification problem, without appealing to semantic concepts.
Indeed, the scene classification problem is often approached from
two different points of view: 1. is based on the computation of
low-level features (e.g. color, texture, etc.), that are processed
with classification methods leading to high-level image properties
[25]; 2. is based on the combination of low-level with high-
level features, in order to improve the whole classification
performance.

Both approaches have arguments for and against. Low-level
image features such as color, textures, shape, motion, etc., can
be computed automatically and efficiently but the semantics of
the image is seldom captured by low-level features. On the other
hand, there is no effective method yet to automatically generate
good semantic features of an image. In general, a common
compromise is to obtain further image information with methods
requiring human interaction, e.g. supervised learning methods or
manual annotation processes. However, we have to consider that a

close human interaction can introduce ambiguousness and biased
opinions that could compromise the whole classification process.

This paper gives a contribution to the indoor classification
problem using an active visual attentionapproach. In particular,
our efforts are focused on the development of an active vision
system able to extract useful information from a set of indoor
ambient images, and infer the indoor environmental classes. To
this end we also face the problem of people detection. In this
case our approach is inspired by the work of Poggio [16], that
exploits the hierarchical structure of human body to obtain
a very efficient classifier. So, given an image we perform a
search by components (face, hands, feet), then we collect and
combine the results to verify that the human body geometric
constraints are complied with. The search of the different parts
is performed by distinct classifiers, obtained using the boosting
algorithm [13], a general method that makes it possible to yield
extremely efficient classifiers from any given learning algorithm.
The geometric constraints that we verify are not very strict, so
that a partially occluded human body, also in different postures,
can be found. Further, the approach we propose seems to perform
nicely also in noisy scenes. The whole classification system, is thus
based on a combination of context free and context dependent
analysis. The first one uses image features independent from the
context, like color and intensity, to obtain a set of homogeneous
regions, through a clustering procedure. The second one is a
two phases context dependent classification process. At the first
stage, the system gives a probabilistic classification of the textures
extracted from the operating environment images. At the second
stage, on the basis of a probabilistic region growing approach,
a classification of the textured area is provided. The output
of the previous steps is used to find a probabilistic hypothesis
concerning the indoor environments. The results of both analyses
are combined using suitable weights depending on three factors:
the entropy of the features, the correlation among the resulting
areas obtained from the context free and context dependent
image analysis and the results drawn by an off line learning
procedure. The upshot of the weighted combination allows for
the construction of a symbolic structure which is the agent inner
state representation. A probabilistic reasoning deduction system,
based on Hidden Markov Models (HMM), serves to update the
agent indoor environment degrees of belief. We provide also some
example and experiments.

I. THE BACKGROUND AND THE TEST

The whole classification process, that we illustrate in the
next Sections, is supported by a texture DB, used in the texture
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classification, and a set of both positive e negative example
images used in the people detection algorithm.

The texture DB stores a set of possible textures of indoor
objects (beds, doors, carpets, windows, etc.) and their clusters,
classified and labeled according to the rooms where they can
be found (bedroom, bathroom, corridor, etc.). In other words
for each texture, we keep a confidence vector, i.e. a set of
probabilistic values, having one element for each indoor object
1. This set defines anobject belonging probability distribution
associated to the selected texture. A texture DB, according
to a suitable learning procedure will store data of the form
fi(X) = {P (X∈̃a1), . . . , P (X∈̃an)} whereP (X∈̃ai) is the
learned probability that, in a generic ambient scene, the texture
X belongs to the indoor entityai. By the classification each
sub block is labeled with the probability distribution taken
from the texture DB having smallest distance from the texture
contained in the sub block.

Regarding the people detection training set, we use 754 hand
images in the set of positive examples and 816 hand images in
the set of negative example, subdivided in the following way:
- 194 positive examples and 240 negative examples for the
palm (right and left hand);
- 560 positive examples and 576 negative examples for the
back of the hand (right and left hand);
These sets are used to classify hands in different position and
angle (00, 450, 900, 1350, 1800, 2250, 2700, 3150 degree). An
analogous set of images (580 images) is stored for the feet.
This set is subdivided in right foot images, left foot image, and
each of this subset is further subdivided bottom foot image
alto and down. For the face classification we have used the
examples supplied by Intel OpenCV library.

The system has been tested on different robots, both with
a single camera and with a pan-tilt head endowed with a
couple of ccd cameras. Experiments have been performed in
the simulated arena constructed inside the Alcor Laboratory,
further at the AAAI Robot Exhibition and Competition, in
Edmonton (2002), at the ENEA-Casaccia, for the first national
conference on autonomous intelligent systems and advanced
robotics, in the Padua rescue Arena, where however the agent
could not compete because her right frontal pinion get broken,
and finally in Milan at IST2003.

II. I NDOOR CLASSIFICATION

To face the indoor classification problems we have proposed
an active vision system based on a combination of context
free and context dependent analysis. The first one uses image
features independent from the context, like color and intensity,
to obtain a set of homogeneous regions, through a clustering
procedure. The second one is a two phases context dependent
classification process. At the first stage, the system gives a
probabilistic classification of the textures extracted from the
operating environment images. At the second stage, on the ba-
sis of a probabilistic region growing approach, a classification
of the textured area is provided. The output of the previous

1The table is filled on the basis of a semiautomatic research and classifica-
tion method applied on images taken from the web and representing indoor
environments

steps is used to find a probabilistic hypothesis concerning
the indoor environments. The results of both analyses are
combined using suitable weights depending on two factors:
the entropy of the features, the correlation among the resulting
areas obtained from the context free and context dependent
image analysis. The weighted combination allows for the
construction of a symbolic structure which is the agent inner
state representation. To reach our goal we have followed the
multilevel features analysis described below.

As first step of our path we compute anearly image
analysisconsisting of:
- A subdivision of the acquired image insubblock in order to
allow local and spatial properties to improve the classification
process. In order to work with different resolution, the dimen-
sion of sub blocks is variable2.
- A symmetry characteristic image extraction using theGen-
eralized Symmetry Transformintroduced in [6], [2]. After
applying generalized symmetry transform, a symmetry map is
computed and each block is labeled with asymmetry degree.
- A distance block extraction: we calculate the difference
between the cells central point and the point of view centered
on the camera3.

After the above preliminary operation on the acquired
image, we provide acontext free direct computation of a
set of simple features (we have chosen color and intensity)
in order to obtain a clusterization of sub blocks: to this end
we use a region growing algorithm that uses sub blocks
as base elements. Moreover, since we are interested in a
region growing finalized to a visual attention procedure, the
information we use to chose the seed, necessary in this kind
of algorithm, are the variance of each block (accordingly to
traditional techniques) and the Symmetry of Sub block. In
particular, we are interested in blocks having a small variance
(that is homogeneous characteristic) and an high symmetry
(that is an interesting characteristic in the real world)

Parallel to the above analysis we providecontext depen-
dent computation based on two levels texture classification. In
this phase, for each sub block, we extract the texture contained
in it and, using the discrete wavelet transform [14], [5], [23],
we compute its energy. Therefore, atree-structured wavelet
transform (TSWT) has been computed in the following way:
- for eachsub block, the wavelet transform returns foursub
bands image blocks;
- the energye of eachsub bandis computed and the maximum
energyemax is determined;
- let c ∈ [0, 1] a suitable constant. If the energy of a sub band is
sufficiently small (e < cemax) the decomposition is stopped;
otherwise it continues to the above step.
The energy values and their ranking order are used to im-
plement a distance classification functiondf i.e. the distance
between two compared textures, defined as the productde×dr,
wherede is the Euclidean distance between two energy values
of the same sub bands, anddr is the Euclidean distance of
ranks of sub bands. Once the distance classification function

2The dimension of sub block depends also on the dimension of the texture
stored in the DB described in Section I

3This distance could be obtained using standard triangulation visual tech-
niques or using telemeter
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is given, we can use its values to search into the Texture
DB (see Section I) and find the object belonging probability
function associated to the texture analyzed. The classification
provides a labeling of each each sub block with the probability
distribution taken from the texture DB having smallest distance
from the texture contained in the sub block.

The results of the texture classification are then combined
using a probabilistic region growing approach in which
the texture associated to similar probability distributions are
grouped in a textures cluster. To extend the region growing al-
gorithm was necessary to define the probability distribution of
a group of clusters and mean and variance of this distribution.
The output of the above probabilistic region growing algorithm
is a set ofk clusters denoting a textured area associated with
a probabilisticcomplex(denoted in the following aselCi) i.e.
an ambient element as a chair, a table and so on according to
the classification given in the classification in the texture DB.

At this point, having the results of both previous analysis
we have to compute a more accurate analysis of the inter-
esting region coming from the above stages. To this end it
is necessary to elaborate aweighted combination of the
obtained clustered regions. In order to calculate the weights
to associate to each result and feature, we consider both prior
knowledge and information depending on the current situation.
In particular we consider the entropy of the features observed
and the correlation among result clustered images. Regarding
the entropy, we use an approach based on alearning process,
in which the above features analysis are performed on a set of
positive examples extracted from the acquired image4. Since
we work with tasselled images, a positive example will be
composed by one or more blocks.
The learning process proceeds as follows:
- Each feature is measured on the positive examples. Regarding
color and intensity, the value is computed over the sub
blocks of the positive examples. Regarding texture, using the
procedure described above theDB texture indexcorresponding
to the texture contained in the sub blocks is extracted;
- Relevant statistical information concerning the feature distri-
bution over the sub blocks are obtained organizing the values
extracted in the previous step into a set ofhistograms, one
for each feature.
Using the histogram, we can compute the entropy of each
feature. This approach is justified by the assumption that if a
feature is affected by a diffuse uncertainty the entropy assumes
high values, so its relevance is low.

Another value considered in the feature weight definition is
the mutual overlapping degree that is strictly connected to
the correlation among features used in the whole classification
process. Since we have obtained, from the image analysis, a
clustered map for each feature, a possible feature weight, is
obtained from a suitable combination of the clustered map and
an analysis of the cluster similarity (position and dimension)

Moreover, a suitable combination of the values extracted
from the above analysis allows us to define afeature saliency
function, i.e. a function that supplies information about fea-

4Such a set is obtained interacting with a humanexpert who select the
interesting regions on the image, i.e. regions useful to classify the indoor
environment

tures importance in a particular location of the image i.e.
the salience of the location. Recall, given a featureFh,
the proposed feature weight function has the form:wh =
F(Entropy,AreaOverlap). Since the first term is derived
from an interaction with a human expert, the prior knowledge
is intrinsically considered in our formalization. Regarding the
saliency function, we have to consider the weight function de-
fined above, the symmetry of subblock containing the feature,
the volume classification and the center view classification
described previously.

Finally, we shall gather all the above mentioned data into a
first state estimation, subsequent estimation will be provide
by the HMM that we are going to describe in Section IV. A
state estimation is defined by the following set of data:

-j (j ∈ [1..5]) clustered sets of textured cells with distri-
butions probability, already cut down by the classification.
The chosen outcome is the probability estimation that each
of the current clusters, under consideration by the observation,
belongs to a specific element of the environment:f(elC = ri),
whereri denotes one of thek possible elements identified in
the texture analysis. In the state are present only the clusters
that have thej highest values of saliency.elC is a clustered
set that we call theelement complex, to emphasize that we
assume that the clustered set of complexes belongs to a single
element that is supposed to be in the environment.
-The 2D dimension of the element complex, in terms of its
bounding box, and its position in the ambient with respect to
the system current position. This data is obtained by simple
rigid geometric transformation using geometric camera model,
so that anyhead movementis rectified according to an absolute
reference frame centered on the agent and the specific action
of the head is taken as implicit in the observation.
-The particular salience of the element complex with respect
to any other clustered set already processed. This value is
obtained as a mean value of the sub blocks saliency.
More specifically each state estimation singles out an hy-
pothesis of existence of a certain element in the environment
returning also a set of relevant features needed to elaborate a
suitable explanation. An observation state (as far as the system
ambient classification is concerned) aggregates the following
data:
- f(elCi = Pi) is obtained in the clusterization process
-The saliency of the complexelCi, Sal(elCi);
-The coordinate of the element center in absolute world
coordinates(x, y, z), Center(elCi);
-The distance between the center ofelCi and the system
origin, δ(elCi) is.
-The approximate absolute dimension, computed by project-
ing, the system dimension on the distance, of the smallest
square containing the element complexelCi,dim(elCi).
-The time of the observation,t.

To complete this set of data we also collect the information
coming from the people detection procedure (explained in
Section III). In particular, in case of the people detection
algorithm discovers people, we store each cluster (position
and dimension) contains the human body.
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III. PEOPLEDETECTION

Our approach to the problem of people detection, named
S3C (Soft Constraints for Component Classifiers) system,
is mainly inspired by the work of Poggio, Mohan and
Papageorgiou [1], that is very simple and efficient due to its
ability to exploit the hierarchical structure of the human body
using component classifiers, but can detect only standing
people with arms and legs aligned with the torso. Our system
keeps as much simple structure, but can recognize a wider
range of configurations than [1]. In fact, its main characteristic
is a new, simple way to verify the geometric constraints,
based on measures and proportions supplied by Leonardo da
Vinci in its Vitruvian Man.
Given an image, we first perform a search by components
(face, hands, feet), then we collect and combine the results
to verify that the human body geometric constraints are
complied with. The search of the different parts is performed
by distinct classifiers, obtained using the boosting algorithm
[8], [9], [22], in particular the Adaboost version. The
boosting is a general method that makes it possible to
yield extremely efficient classifiers from any given learning
algorithm (namedweak classifier) whose performance is a
little better than random guessing, by repeatedly running it on
various distributions over training data, and then combining
the classifiers produced into a single composite classifier.
The most basic theoretical property of Adaboost concerns
its ability to reduce the training error. In fact, Freund and
Schapire prove that the training error (the fraction of mistakes
on the training set) drops exponentially with respect to the
number of training roundsT.
As set of weak classifiers we choose a family of simple
features, proposed by Viola and Jones [17] and extended by
Lienhart, Maydt, Kuranov e Pisarevsky [7], [19] with the45o

rotated features. Then the task of the learning algorithm is
to identify a set of features that consistently distinguishes
the face (or the left hand and so on) in an image: at each
stage of Adaboost we choose as weak classifier the feature
that best separates the positively-labeled images from the
negatively-labeled images.
The classifiers of our system are trained to recognize 5
different parts, i.e. face, left hand, right hand, left foot and
right foot. Every classifier returns a list of the regions that
contain the component it is trained on; all these results are
the input for the next phase, that checks if and where in the
image some of these parts belong to a same human body.
The geometric constraints that we verify are not very strict,
so that a partially occluded human body, also in different
postures, can be found. Their definition is based on the
measurements and proportions and their visual synthesis
supplied by Leonardo da Vinci in its innovative drawing, the
Vitruvian Man. The unit of measurement is the length of the
head. For example, a man is 8 heads tall, the arm is 1 head
and a half, the forearm is 1 head and 1/4, the hand is 3/4 of
a head and so on. So, the hand can stay in the circle with
centre in the articulation of the shoulder and radius 11/4, but
not more far.
In this way, we don’t calculate the details of the posture of

the body, but, more simply, that it isn’t incorrect; with this
choice we avoid an expensive off-line phase to construct a
model, we obtain a very fast and efficient system, due to a
control phase of geometric constraints very simple (it asks
only for the calculation of a little set of inequalities) and,
above all, we can detect people with arms and legs in any
position, provided it is correct.

IV. HMM

Once the information coming from the image analysis has
been suitably collected, the classification process goes through
the focal part of the attentional process: the basic ideas exploit
a suitable combination of methodologies leading to a reasoning
process that elaborates over the hypotheses emerging from
the features analysis, in so establishing probabilistic causal
relations between observations and current states. The system
will find an explanation of a sequence of observations, and this
explanation will return an hypothesis of the kind “this is..”.
We intertwine two inference processes in order to construct
this explanation, a Hidden Markov Model analysis (or recog-
nition) that from a sequence of observations returns a sequence
of states (i.e. the possible ambient scenes), and an inference
process on the states selection, so as to constrain the sequence
to collapse in a singlemost likelystate, with varying time,
namely the current ambient scene. In particular, suppose the
system is in a specific environment (e.g. a bedroom), and it
begins to make observations, and each image is treated as
we have explained so far, in the previous section. From each
observation, at timet, a set of elements (more salient w.r.t. the
specific image) are taken, and a sequence is constructed. Now
the system is supposed to have no knowledge about where it is,
but with some prior knowledge about what it can expects from
each environment it could end up into. The prior knowledge
is used in a double way: 1. to assess the probability of the
elements that could be observed in a given state/ambient scene;
2. to specify the definition of each ambient/scene, together
with all the necessary constraints, e.g. if there is a bed then
there will be a bed spread and a pillow.
We expect that given the sequence of observations
(Ot1 , . . . , Otn) a sequence of states(St1 , . . . , Stn) is returned,
such that all the states account for the same ambient scene, in
this case the bedroom. The ambient scene is the explanation
of the observation sequence; furthermore, from the description
associated with each state/ambient, some of the observed
elements will be discarded and some will be kept with a
probability, obtained by averaging on the probabilities of the
elements, as given from the observation, and as given in the
chosen state.
To formalize these two processes we use the Situation Calculus
[18]. In this context to simplify the presentation we assume
that actions are deterministic, since we are concerned only
with observation actions. In fact, whenever the system changes
its position the whole process restarts. Note also that actions
changing the head and thus the camera position are implicit
in the observation actions and are suitably rectified by the
usual calibration methods. Therefore the outcome of an ob-
servation action is seen, by the reasoning process looking for
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an explanation, as the presupposition that a certain element
has been seen in the environment, with its absolute position
and dimension. In other words the current head position, that
has sanctioned the presence of the specific element in the
image, is definitely transparent to the observation. This fact
amounts to the definition of an observation as an action having
no effect in the environment (which would not be true if
the head, for example, by turning, would hit somewhere).
Furthermore we assume that the inference process drawing
a specific explanation use atight rule on the sequence of
observations, i.e. that there is no intra-movement (except for
the head).

In order to use the HMM in our problem we associate states
with ambient scenes and observations with the observation
of a specific grouping of objects in the ambient scene. Each
environment is expected to have several elements that can be
individuated, and many of them could be those core elements
characterizing the ambient scene, e.g. a computer, a mouse,
a table, etc. in a bedroom. To this end it was necessary
to define axioms in SC to describe the concept of group
and the way in which each group is perceived during an
observation. First of all we have to establish, and mapping
with a set of axioms, when two element are close one to
the other, even if they have been captured from two different
images but in the same observation sequence5: the axiom
introduced imply that two element complexes are close in
the ambient scene if they have been observed in the same
observation sequence, meaning that either they belong to the
same image or to two different images, but belonging to the
same ambient scene, and furthermore their distance is such
that their clusters are adjacent or there is ak (a fixed constant
defined for each couple of element complexes) that weaken the
adjacency. A group is a graph whose conditional tables have
to be given in order to allow a suitable computation during
perception. Each group is indeed a graph of probabilistic
dependencies, i.e. it is a Bayes network, therefore it requires
a conditional probability table to be specified, in terms of the
joint probability, concerning exclusively the group:

Pr(desk ◦monitor ◦mouse ◦ keyboard, s) =
Pr(desk, s)× Pr(monitor|desk, s)×
Pr(mouse|desk, monitor, s)×

Pr(keyboard|mouse,monitor, desk, s)

(1)

Given the conditional probability tables in the Bayesian graph
for each group, then perception can be now regarded as an
activity that can exploit the combined probabilities to increase
the reliability of each element captured in the image.

The axiom that we have to introduced say that a group (or
an its subgroup) can be perceived in a course of observations
if each element of the group is either observed in the same
observation state, hence their probabilities can be taken as
independent, or they have been accumulated through previous
perceptions, and in such a case the previous probability is
disregarded and a new conditional probability is established,
according to the conditional table given for the group. Close-
ness is a property required just in case there might be an

5An observation sequence is a sequence of image coming from the same
ambient scene

opening in the ambient scene and some element not belonging
to the specific ambient scene is aggregated.

Once the groups have been fixed and we know how a
group is perceived in a course of observations, we introduce
their likelihood, with respect to each ambient scene. Observe
that the likelihood can be easily learned, according to the
frequency of a specific group in each ambient scene. A set
of rules for probability of a group in each situation, given a
specific ambient, is specified. In particular, the likelihood is
given only for the initial situation. In fact, in any situation
successive to this, the observation is affected both by the
observation state and the probability of each element detected.
Therefore the observation matrix for the next situations have
to be computed according to the perception and the amount
of elements constituting a group that have been perceived:
the values of this matrix are calculated by considering the
current percept, and the previous likelihood with respect to
the subgroup that is a maximal subset of the current group.

The following table illustrates the likelihood matrix for a set
of a priori defined groups and the expected ambient scenes.
The values readPr(gi|Ambient(A,St0)), i.e. the probability
of observing a specific group given that the ambient scene is
A, in situationSt0 .

shelves◦ bed◦ desk ◦mouse◦ stove◦
book◦ bedSpread◦ monitor◦ table◦
papersheet pillow keyboard oven

Ambient(studio, St0 ) 0.45 0.1 0.45 0
Ambient(bedroom, St0 ) 0.25 0.7 0.05 0
Ambient(kitchen, St0 ) 0.2 0 0.2 0.6

(2)

Analogously we can give a transition matrix inSt0 account-
ing for the likelihood matrix. That isAij =

∑
j Pr(gj |Ai),

hence:

Ambient Ambient Ambient
(studio, St0 ) (bedroom, St0 ) (kitchen, St0 )

Ambient(studio, St0 ) 0.9 0.1 0
Ambient(bedroom, St0 ) 0.3 0.7 0
Ambient(kitchen, St0 ) 0.4 0 0.6

(3)

At this point we have all elements to correctly define the
HMM and given a course of observation actions we can
compute the sequence of the most probable states. Once we
have this sequence then we would choose the most probable
state, or ambient scene. We shall show the computation with
an example.

Example 1:Suppose we have only the three ambient scenes
given in the matrices provided above. The initial probability
distribution for each ambient scene is:

πi = Pr(Ai|St0) = 1/N

hereN is the number of states, i.e. the number of expected
ambient scenes. Let{aij} be the transition given in 3.Letδt(i)
be the maximum probability of all state sequences ending at
statei at timet Let the Observation matrix{bi(gj)}, obtained
through perception, be as follows:

g1 g2 g3 g4
shelves◦ bed◦ desk ◦mouse◦ stove◦
book◦ bedSpread◦ monitor◦ table◦
papersheet pillow keyboard oven

Ambient(studio, St0 ) 0.35 0.1 0.35 0
Ambient(bedroom, St0 ) 0.15 0.4 0.03 0
Ambient(kitchen, St0 ) 0.18 0 0.03 0.01

(4)
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From our computation, the observation matrix has already
eliminated some state. And now the sequence of observations
is {g1, g2, g3} with the above described probabilities for the
last situation, that can easily be ordered as follows, since all the
groups have been constructed through subsequent perceptions.

〈g1, st1〉, 〈g2, st2〉, 〈g3, st3〉

So we shall compute the δj(i) for i ∈
{studio, bedroom, kitchen}

δ1(studio) = π1 × P r(g1|studio) = 0.3 × 0.35 = 0.0825
δ1(bedroom) = π2 × P r(g1|bedroom) = 0.3 × 0.15 = 0.0495
δ1(kitchen) = π3 × P r(g1|kitchen) = 0.3 × 0.18 = 0.0594
δ2(studio) = maxj(0.0825 × 0.9, 0.0495 × 0.3, 0.0594 × 0.4) × P r(g2|studio) =

maxj(0.0825 × 0.9, 0.0495 × 0.3, 0.0594 × 0.4) × 0.1 = 0.007425
δ2(bedroom) = maxj(0.0825 × 0.1, 0.0495 × 0.7, 0.0594 × 0.0) × P r(g2|studio) =

maxj(0.0825 × 0.1, 0.0495 × 0.7, 0.0594 × 0.0) × 0.4 = 0.0033
δ2(kitchen) = maxj(0.0825 × 0.0, 0.0495 × 0.0, 0.0594 × 0.6) × P r(g2|kitchen) =

maxj(0.0825 × 0.0, 0.0495 × 0.0, 0.0594 × 0.6) × 0.0 = 0.0
δ3(studio) = maxj(0.007425 × 0.9, 0.0033 × 0.3, 0.0 × 0.4) × P r(g3|studio) =

maxj(0.007425 × 0.9, 0.0033 × 0.3, 0.0 × 0.4) × 0.35 = 0.00233
δ3(bedroom) = maxj(0.007425 × 0.1, 0.0033 × 0.7, 0.0 × 0.0) × P r(g3|bedroom) =

maxj(0.007425 × 0.1, 0.0033 × 0.7, 0.0 × 0.0) × 0.03 = 0.00003
δ3(kitchen) = maxj(0.007425 × 0.0, 0.0033 × 0.0, 0.0 × 0.6) × P r(g3|kitchen) =

maxj(0.007425 × 0.0, 0.0033 × 0.0, 0.0 × 0.6) × 0.03 = 0.0
(5)

Thus the maximal sequence is
δ1(studio), δ2(studio), δ3(studio), and therefore following
the sequence of observations, the recognized ambient is a
studio.

We have implemented the above given axiomatization in
Golog (see [15]) and through the interface between C++ and
prolog we have used an online implementation of the Viterbi
algorithm to test our approach, which we have verified during
an exhibition given for the EU-IST.

V. CONCLUSION

In this paper we have presented a new approach to in-
door classification problem and people detection problem.
In particular, our efforts are focused on the development of
an active vision system able to extract useful information
from a set of both indoor environment and human body
images and infer the environment classes and position of the
human body (if presents). We have introduced an innovative
indoor classification system in which we use a probabilistic
combination of context free and context dependent analyses to
infer high level scene properties from low level image features.
The approach we propose in the people detection phase, based
on a search by components approach and a combination human
body geometric constraints solves many cases of occlusion (or
self-occlusion). In fact, the system allows to set in a parametric
way the minimum number of parts that have to satisfy the
geometric constraints in order to assert the presence of a
human body. The system shows good results real-time also.

The goal reached consists in building a symbolic house
ambient map, in which each ambient can be suitably labelled
by hypotheses of the kind “This room is a roomX, with
probability p”, where roomX stands for bedroom, bathroom,
kitchen, etc. In case of the system discover a human body,
it will be supply the position of the body w.r.t. the global
reference frame.
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